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RELAX2: A MODIFIED WAVEFORM RElAXATION APPROACH 
TO THE SIIIULATION OF KOS DIGITAL CIRCUITS 

J. White 
DepartmentofEECS 

University of California at Berkeley 
Berkeley, CA 94720 

Abstract: Waveform Relaxation (WR) algorithms have been proven to be 
effective in the transient analysis of large scale integrated circuits. A new 
waveform relaxation simulator for KOS digital circuits, RELAX2, is described 
Several speed-up techniques included in RELAX2, such as adjusting the length 
of the inteval of simulation, using simpler models in the first few iterations, 
and allowing looser timestep control in the first few iterations, are also 
presented 

INTRODUCTION 
Waveform Relaxation (WR) is a family of relaxation-based algorithms for the 

solution of large scale systems of mixed algebraic-differential equations[ 1,2]. A 
particular algorithm of the WR family, the "Gauss-Seidel" WR algorithm, was suc­
cessfully implemented in RELAX, an experimental simulator for MOS digital cir­
cuits[3]. This algorithm is guaranteed to converge to the solution of the circuit 
equations for a large class of circuits[1.2] and exploits the almost unidirectional 
properties of the basic components, logic gates, of digital circuits. 

Due to their favorable numerical properties, WR algorithms have captured 
considerable attention. WR algorithms have been applied to the solution of 
piecewise-linear differential equations[ 4], they have been used in mixed-mode 
simulators(5], and special purpose multi-processor architecture is being studied 
to implement the WR algorithm. 

In this paper we give a brief outline of the WR method, followed by a descrip­
tion of of the RELAX2 program, a new WR simulator for MOS digital circuits. We 
then discuss the simulation of circuits that contain logical feedback loops, and 
explain why adjusting the length of the interval of simulation improves the rate 
of convergence of the WR method. Results of the simulation of a test circuit with 
logic feedback using RELAX2 are presented. The problem of numerically calcu­
lating the node voltage waveforms in the context of the WR method is addressed 
in the next section. And finally, two new speed-up techniques tested using 
RELAX2, using simpler models in the first few iterations, and allowing looser 
timestep control in the first few iterations, are presented along with test results. 

1. AN OUTIJNE OF TilE WAVEFORM RELAXATION ALGORITHM 
We start with a simple illustrative example, and then give the general 

"Gauss-Seidel" algorithm in the WR family. A more detailed and complete 
description of these techniques is available in [1,2]. Consider the 1st order two 
dimensional differential equation in x(t) E IR2 on t E [O,T]. 

(l.la) 

(l.lb) 

The basic idea of the "Gauss-Seidel" waveform relaxation algorithm is to fix the 
waveform x 2:[0.T] .... lR and solve (2.1a) as a one dimensional differential equa­
tion in :x d· ). The solution thus obtained for x 1 can then be substituted into 
(2.lb) which will reduce to another first order differential equation in one 



variable, .:r: 2• We then return to (2.1a) and repeat the procedure. 

In this fashion, an iterative algorithm has been constructed. It replaces the 
problem of solving a differential equation in two variables by one of solving a 
sequence of differential equations in one variable. As described above, the 
waveform relaxation algorithm can been seen as an .analogue of the Gauss-Seidel 
technique for solving nonlinear algebraic equations. Here, however, our unk­
nowns are waveforms (elements of a function space), rather than real variables. 
In this sense, the algorithm is a technique for time domain decoupling of 
differential equations. 

WR algorithms applied to circuits can have several formulations. Here we 
present the "Gauss-Seidel" WR algorithm for solving a the following system of 
differential equations. 

j(i(t) . .:r:(t), u(t)) = 0 .:r:(O) = .:r:0 
(1.2) 

where x(t) E 1Rn on t E [O,T]: u(t) E 1Rr on t E [O.T], piecewise continuous: 
and f: IRn.xlRn.x:JRT _..,. 1Rn is a continuous map, and is Lipschitz continuous in 
x{t). 

WR ALGORITHM TO ANAL"YZE ( 1.1) FROM t = 0 TO t = T 

Comments: The superscript k denotes the iteration count, 
the subscript denotes the component index of a vector. 

Step 0: {Initialization) 
Set k=O and make an initial guess of the waveform 
.:r: 0(t) : t E: [0, T] such that .:r:0(0) = .:r: 0. 

Step 1: (Iteration) 
Repeat 
k= k+l 
For i = 1, 2, .... , n 

Solve for .:r:"i(t ), t E: [0, T] from 
( ." " • lc-1 • lc-1 /i X1 , .... , .:r:, • .Xt+k , .... , Xn • 

x' , .... ,Xi • xf+l1 , ..... ~-1 , u) 
Until convergence. 

2. RELAX2 PROGRAM SfRUCTURE 

0 

Node-by-node decomposition, suggested by the above waveform relaxation 
algorithm, is a poor choice for large digital circuits. Digital circuits are usually 
made up of many subcircuits, each with a few tightly coupled nodes, (ftip-ftops or 
gates, for example) but these subcircuits are loosely coupled to each other. It is 
therefore both natural and advantageous (convergence is faster) to decompose 
a large digital system along subcircuit boundaries. The RELAX2 program insists 
the user define his large circuit by first defining subcircuits, such as gates or 
flip-flops, and then specifying how subcircuits are connected. A user may not 
refer to a transistor when describing his large circuit, but can define the transis­
tor as a subcircuit and then refer to that subcircuit in the large circuit descrip­
tion. 

Subcircuits may be made of any number of MOS transistors and grounded 
capacitors, and may contain any number of nodes. The user must explicitly 

• 



state which nodes in the subcircuit can connect to other subcircuits. These 
nodes are refered to as external nodes. All other nodes in the subcircuit are 
internal nodes. The user must also specify the directionality of his circuit by 
indicating which of the external nodes are outputs, and which are inputs. This 
information is used to determine the order of subcircuit processing, or the 
scheduling, which will be described later. 

Once the subcircuits are defined, the large circuit is defined by describing 
the interconnection of subcircuits. The large circuit desciption may also con­
tain grounded capacitors, which allows the user to insert parasitic capacitances 
to model delays along long wires. 

The RELAX2 program generates a device list "master" for each of the 
defined subcircuits. There is an entry in the device list master for each transis­
tor or capacitor in the subcircuit. The entry contains a node number assign­
ment and a space for a pointer to a node waveform for each terminal in the dev­
ice. The subcircuit "masters" are stored on a simple linked list. 

A copy of a subcircuit master is generated for each reference to a subcir­
cuit in the large circuit description. Each time a copy of a master is made, the 
node waveform pointers must be defined. This process is refered to as subcir­
cuit instantiation, and the subcircuit device list copies are refered to as subcir­
cuit instances. If the node is an external node, and if space for that node 
waveform has already been allocated because the node was referenced by previ­
ously instantiated subcircuit, then a pointer to that space is placed in the device 
list entry. If not, space for the waveform is allocated and then the pointer to 
that space is placed in the entry. If the node is an internal node, no other sub­
circuit instance can reference the node, so space for the internal node 
waveform is immediately allocated, and a pointer to that space is placed in the 
entry. 

Often designers use wired-or logic, and they may describe this by connect­
ing together outputs from different subcircuits. Pass transistors that reference 
the same node may also be described as separate subcircuits that share an out­
put node. The RELAX2 program must detect this construction and convert the 
several subcircuits involved into one collection of subcircuits. These collections 
are refered to as circuit lumps. Note that no two lumps will have an output 
node in common; they may however share input nodes. 

Once the instantiation of subcircuits has been completed, and subcircuit 
instances that share a common output have been lumped together, the loading 
effects of other lumps must be incorporated into each lump. A lump that has 
input nodes that are common to a given lump's output node is refered to as a 
load lump of the given lump. One approach to incorporating the loading effects 
of load lumps would be to make circuits comprised of a lump and all its load 
lumps This would create very large circuits, which is contrary to the intent of 
this decomposition method. Therefore, only the load devices are extracted from 
the load lumps, and only these load devices are appended to the original lump. 
This is refered to as load extraction. Given the structure of the device list gen­
erated for each of the subcircuit instances, it is easy to extract the load devices. 
The device entry in a circuit lump contains pointers to its node waveforms, so 
copying the device entry mantains the reference to the device's node 
waveforms. 

A description of the algorithm is the following: 



LOAD EXTRACTION ALGORITIDI 

Step 0: Start with an arbitrary circuit lump 

Step 1: Pick an output external node of that lump 

Step 2: Visit all the circuit lumps that share that external 
output node (note that this must be an input node 
for other lumps) 

Step 3: Copy only the device entries in the other lumps 
that have a terminal connected to the that external 
node. 

Step 4: Append the copied device entries to the original 
circuit lump. 

Step 5: Pick the next external output node from the original 
lump and Go to Step 2. If there are no more pick the 
next circuit lump and go to Step 1. 

Once extraction has been completed, the order in which the node 
waveforms for the circuit lumps will be solved for must be determined. This is 
an important because the speed of convergence of the WR method is strongly 
dependent on how well this order follows the directionality of the circuit. As the 
subcircuit definitions specify input and output nodes, it is easy to follow the 
directionality of the circuit unless there are feedback loops. If there are feed­
back loops, the loops are temporarily broken at an arbitrary point, and the ord­
ering is completed. The actual ordering algorithm used is quite straightforward 
and is similar to the one used in the original RELAX program[2]. 

Finally the RELAX2 program feeds the circuit lumps to a standard SPICE­
like[6] circuit simulator which is capable of handling circuits with an arbitrary 
number of nodes. This simulator uses a first order predictor-corrector numeri­
cal integration algorithm {Backward Euler) with local truncation error timestep 
control[?]. Because MOS transistors, grounded voltage sources, and capacitors 
are usually the only elements used in MOS digital circuits, the simulator uses 
nodal analysis rather than the more complicated and more general modified 
nodal analysis[B]. Each circuit lump is simulated in the order determined by 
scheduling algorithm, and the entire schedule is repeated until the node voltage 
waveforms for each of the subcircuits converges. 

3. HANDLING CIRCUI'ffi WlTII LOGIC FEEDBACK LOOPS IN RELAX2 
Digital circuits can be broken up into two very broad classes, circuits with 

logic feedback loops (finite state machines, asynchronous circuits, digital oscil­
lators) and circuits without logic feedback loops (most combinational logic, pro­
grammable logic arrays). Our experience simulating MOS digital circuits using 
RELAX2 shows that most MOS digital circuits without logic feedback loops con­
verge in less than ten iterations. However, circuits with logic feedback loops 
may take many more iterations to converge, and the number of iterations 
required is proportional to the length of the simulation interval. In this section 
we examine the problem of circuits with logic feedback. We start with a simple 
circuit to illustrate the feedback problem; logic feedback is then defined pre­
cisely; and finally the waveform relaxation algorithm is applied to a simplified 
linear system to provide insight into the problem and to motivate a solution. 

• 



We used the WR algorithm to decompose and simulate the circuit in fig. 3.1, 
cross-coupled nand gates, which contains a tight logic feedback loop. (This was 
done to demonstrate the difficulty of simulating circuits with logic feedback 
using waveform relaxation. Normally a small tightly coupled circuit would not 
be decomposed). The node voltage waveforms of this circuit are graphed in 
figures 3.2a,b,c at three different iterations of the waveform relaxation. The 
graphs demonstrate a unique property of the WR algorithm when applied to cir­
cuits with logic feedback: the error is not reduced at every time point in the 
waveform. Instead, each iteration lengthens the interval of time, starting from 
zero, for which the waveform is correct. 

The above behavior is consistant with the convergence theorems for the WR 
method. The convergence of the WR method was proved in the following norm on 
function spaces 

max[o.T]e -vt 11! (t} II 

where v>O, j(t) E IRn, and 1111 is any norm on ~. Note that 11/(t)ll can 
increase as e"t without increasing the value of this function space norm. If f(t) 
grows slowly, or is bounded, it may be possible to reduce the function space 
norm by reducing II/ (t) II on some bounded interval of t, where this interval 
increases as the function space norm decreases. The waveforms in the above 
circuit converge in just this way; the function space norm is decreased after 
every iteration of the WR algorithm because significant errors are reduced over 
larger and larger intervals oft. 

Not all digital circuits converge in this manner, however. Circuits with pass 
transistors, for example, converge uniformly throughout the interval of simula­
tion (see example below). The difference in the case of circuits with logic feed­
back is that there is "gain in the loop", which causes any small error to grow 
very quickly, until it is limited by the power supply rails. 

We will now define logic feedback in terms of the following general nonlinear 
dynamical system of equations that describe the digital circuit. 

J(x(t}, x(t), u(t)) = 0 x(O) = x 0 
(3.1} 

where x{t) E IRn on t E [O,T]; u(t) E IRr on t E [O,T], piecewise continuous; and f: 
lRnxiRnxiR.r --+ IR.n is a continuous map. In our case x(t) is the vector of node 

voltages of the circuit, and u(t) is the vector of input voltages. 

Definition 3.1 Suppose f is Lipschitz continuous in x(t) for all 
x (t) E IR=, then we can define a G E IR= be such that 9ii is the 
minimum value that satisfies 

9;,; llx/-x/11 ~ 
I lid(), (xl, X2····xl····Xn JT, (), ) 

- !d (), (xl, x2, ... xl .... xn JT, (), )II 
for all x/. xl E IR 

(3.2) 

Let L be a lower triangular matrix, and U a strictly upper triangular ma­
trix such that L + U = c•. where c• is any permutation of G. A circuit 
with logic feedback is defined as one in which there exists no c• (defined 
above) such that 

Lu>U;,j for all i,j E [l, ... ,n) (3.3) 



Remark 3.1 The matrix G describes, in the worst case, how tightly the 
nodes of the dynamical system are tied together. The "gain" in a logical 
feedback loop would produce large symmetric off-diagonal terms in G, 
and both these off-diagonal terms could not be forced into the lower tri-
angular matrix by reordering the rows in G. • 

In order to gain some insight into the behavior of the WR algorithm on non­
linear circuits with logic feedback, we will analyze a linear system for which we 
can prove some theorems. Consider using the Gauss-Seidel WR algorithm to 
solve a linear circuit which has grounded capacitors at every node. The equa­
tions for the system are 

x(t) = -c- 1 ~(t) + eu(t) x{O) = x 0 
(3.4) 

where x(t) E IR.n on t E [O,T]; u(t) E IR.r on t E [O,T], piecewise continuous; 
e.G E IR~ ; B E JRriZr. c is a capacitance matrix; G is a conductance matrix; 
and B is an input matrix. In this case we assume C is diagonal, therefore this 
linear system does not include floating capacitors. The equation of the WR algo­
rithm iteration for this system is 

.i(t )k+ 1 = Lx(t )k+l + Ux(t )k + Bu(t) x(O) = x 0 
(3.5) 

where L is a lower triangular matrix, U is a strictly upper triangular matrix and 
L + U = -c-1G. We have the following theorem: 

Theorem 3.1: 1f the diagonal terms of L are strictly negative1 then we 
have the following bound 

(3.6) 

(1-e-vT) {1/v )cond(S)IIUIImax[o.T]IIx(t)k - x(t)ll 

where II II is the L.,. norm on IR.n or the induced L.,. norm on IR.n:rn, v is the 
absolute value of the least negative diagonal element of L, cond(S} is the 
condition number of the matrix of eigenvectors of L, x(t) is the solution 
to equation 3.4, and xk, xk+l(t) are the results of the k and k+ 1 itera­
tions of the WR algorithm {equation 3. 5). 

Definition 3.2 Define K(T) by 

K(T) = (1-e-vr) (1/v )cond(S)IIUII. 

Then if K{T) < 1 we say that the WR algorithm uniformly decreases the 
maximum error over the interval [O,T] at each iteration. 

Corollary 3.1: If the diagonal elements of L are negative then there exists 
some r• > 0, such that K(r•) < 1. 

Remark 3. 2 Corollary 3.1 follows immediately from the fact that ( 1 - e -vT) 

1 The diagonal terms of L are strictly negative if the linear circuit described 
by the conductance matrix G, and the capacitance matrix C, has only positive 
conductances, and some positive capacitance lo ground al each node. 



goes to zero as T goes to zero. 

Corollary 3.2: If (1/v Jcond(S)jjUjj < 1 then at each iteration the WR al­
~orithm uniformly decreases the maximum error over the interval 
lO, oo ). 

Remark 3. 2: Consider the shift register example in figure 3. 3a This is an 
example of a system for which the maximum error of the WR algorithm 
decreases uniformly over the interval [O,oo ). A!5 the circled regions of 
figure 3.3b and 3.3c show, the errors of the first iteration (3.3b) are re-

• 

duced throughout the waveform in the second iteration(3.3c). • 

If the circuit described by equation 3.4 has logic feedback according to 
definition 3.1, then no matter how the equations of 3.4 are reordered, the 
assumptions of corollary 3.2 will not be satisfied and the WR algorithm will not 
converge as described in definition 3.2 over the interval [O,oo ). Given corollary 
3.1, we can find a r• so that the WR algorithm will converge as in 3.1 for the 
interval [0, r•] (Note that this r• may be quite small, and it is inversely propor­
tional to how tightly coupled the circuit is). This suggests that the interval of 
simulation should be broken into "windows", so that the relaxation will converge 
as in definition 3.2 over the entire window. If we reconsider the cross-coupled 
nand gate circuit mentioned above, and "window" the simulation using RELAX2, 
convergence is quite rapid {see table 3.1). There is a trade-off, however, as table 
3.1 shows. As the window size gets smaller some of the advantages of waveform 
relaxation are lost. One cannot take advantage of a digital circuit's natural 
latency over the entire waveform, but only in that window; the scheduling over­
head increases when the windows become smaller, as each circuit lump must be 
scheduled once for each window; and if the windows are made very small, 
timesteps chosen to calculate the waveforms will be limited by the window size 
rather than by the local truncation error, and unnecessary calculations will be 
performed. 

4. TIIIESTEP CONSTRAINTS FUR TilE NUMERICAL SOLUTION OF lfAVEroRMS 
IN THE CANONICAL 1fR ALGORITHM: 

The theorems that guarantee the global convergence of the canonical WR 
algorithm[1], require that the node voltage waveforms of the decomposed sub­
systems be computed exactly. Of course, numerical methods commonly used in 
circuit simulation programs do not solve differential equations exactly. Instead, 
a numerical integration method (such as Backward-Euler or the Trapezoidal 
rule) is used to approximate the original differential system by a sequence of 
algebraic systems corresponding to a collection of discrete timepoints. For 
most numerical integration methods, the error in this discretization approxima­
tion is a function of the timesteps, which are the distances between consecutive 
timepoints, and these timesteps are chosen small enough so that the waveforms 
are computed to some user-supplied accuracy. In this section it is shown that if 
a discretization method is used to compute the node voltage waveforms of the 
decomposed subcircuits, and if waveform accuracy is the sole criterion for 
choosing timesteps for the discretization, then this discretized WR algorithm is 
not guaranteed to converge2. The problem is demonstrated in a simple example 

2 An important issue is deliberately being sidestepped here. Clearly if the re­
quirement for the timesteps is to "pick the timesteps so that the computed 
waveform is exactly the solution of the original differential system" then the WR 
method must converge. But here, the concern is that requiring the waveforms 



for which accuracy considerations would allow a very large timestep, but conver­
gence requires a much smaller timestep. A simplified WR algorithm applied to a 
linear system will be analyzed to show why this problem occurs, and to suggest a 
solution. 

The node voltage waveforms for an example circuit (Figure 4.1). were com­
puted for a lns period by using a Backward-Euler method with a fixed-timestep 
of 0.5ns, but without decomposing the circuit. Any choice of timestep less than 
0.5ns produced a waveform nearly identical to the waveform in Figure 4.2, so 
any "reasonable"3 waveform accuracy criterion for choosing timesteps would 
allow a 0.5ns timestep (Note that the initial conditions for the node voltages 
were carefully chosen to be very close to the steady-state values). 

The WR algorithm was then used to compute the waveforms for this circuit. 
The circuit was decomposed (Figure 4.3), and the node waveforms for the 
decomposed subcircuits were computed at each iteration using the fixed­
timestep Backward-Euler method. {This circuit is decomposed to demonstrate 
the problem of timestep control; normally such a small tightly-coupled circuit 
would not be decomposed). The graph in Figure 4.4 shows the number of itera­
tions required to achieve waveform convergence versus the fixed-timest.ep used 
to compute the waveforms. This graph shows that the number of iterations 
required to achieve waveform convergence increases with the timestep, and at a 
timestep of 0.2ns, the discretized WR algorithm no longer converges. As the 
maximum allowable timestep for which the WR algorithm converges, 0.18ns, is 
smaller than the timestep chosen on the basis of accuracy alone, 0.5ns, this 
example demonstrates that the convergence of the WR algorithm is not 
guaranteed if the timesteps are chosen based on accuracy considerations alone. 

In order to understand this nonconvergence phenomenon, consider the 
linear system of Section 3, which contains only grounded capacitors at every 
node. 

.X(t) -c-1az (t) + Bu(t) .x{O) = .xo (4.1) 

where x(t) E mn on t E [O,T]; u{t) E mr on t E [O,T], piecewise continuous; 
c. G E ~ ; B E mnzr. c is a capacitance matrix; G is a conductance matrix; 
and B is an input matrix. Note that in this example no floating capacitors is 
assumed, so C is diagonal. 

Applying the Gauss-Seidel waveform relaxation algorithm to Equation 4.1 
yields the iteration update equation: 

zA:+ 1(t) = Lxk+1(t) + Uxlc(t) + Bu(t) .x(O) = Xo (4.2a) 

where L is a lower triangular matrix, U is a strictly upper triangular matrix and 
L + U = c-1G. 

Definition 4.1 Define the "error" of the Kth iteration of the WR algorithm 
by e(t)k = .x(t)- x(t)lc, where x(t) is the solution to Equation 4.1, and 
.x (t )lc is the Kth iteration of the WR algorithm. 

Theorem 4.1: If Equation 4.2a is solved numerically using the Backward 
Euler algorithm with a fixed timestep h then: 

to be correct within any small, 
the convergence of the method. 

I 

but nonzero error ;, not sufficient to guarant,e 



{4.2b) 

where m is an integer, and mh is the present discretized timepoint. 

Remark 4.1: From the above recursion equation it can be seen that the 
error in the waveform is both a function of the error of the previous 
iteration at that time point and of the error accumulated up to that 
point in time. A close analogy can be made with the global truncation er­
ror of a numerical integration algorithm, as the global truncation error 
builds up from the present local error plus the local errors made at pre-
vious timepoints. • 

Corollary 4.1: The discretized WR algorithm will converge for any initial 

error e 0 (m.h) such that e 0(0) = 0, if and only if the eigenvalues of ( ~ -
L )-1 U are inside the unit circle. 

Corollary 4.2: There exists some timestep h such that the eigenvalues of 

( ~ - L )- 1 U are inside the unit circle. 

If a discretizing numerical integration method is used to solve for the node 
voltage waveforms in the WR algorithm, then the method will converge, but ONLY 
if the timesteps are chosen small enough. The important point is that the 
requirement on the timestep to guarantee WR convergence is independent of 
how accurately it is desired to compute the node waveforms, provided some 
small error is to be allowed. 3 

It is unreasonable to try to estimate the eigenvalues of a large system in 
order to chose timesteps that guarantee WR convergence. However, there is an 
easily verified criterion that guarantees the convergence of the discretized WR 
method, and it is given in this last theorem. 

Theorem 4.2 Given the canonical WR algorithm is used to solve the sys­
tem of Equation 4.1, and that the Backward-Euler method is used to com­
pute the node voltage waveforms, then if the timestep, h, used to solve 
for the voltage waveform is chosen so that 

.!.._> . min ( f: I c--1 ~j I - c-l~j 
h ., E:[l, ... ,n] ;""1 

(4.3) 

where c-1 ~; is the ijth element of the c-1G matrix, then the WR algo­
rithm will converge. 

Remark 4. 2 A "companion" model interpretation is often associated with 
numerical inte~ration methods when they are used in the context of cir­
cuit simulationpO]. As the integration method converts the differential 
system into a collection of algebraic systems at discrete timepoints, the 
integration method can be seen as mapping the capacitors in the original 
circuit into conductances and current sources for the discretized sys­
tems. These conductances and current sources are refered to as the 

"3 Agiiln,lhe node waveforms are computed exaclly is ruled oul. 



"companion models" for the capacitors. With the companion model in 
mind, the interpretation of Theorem 4.2 is that is is necessary to chose 
the timestep for the node waveform calculation so that the grounded 
capacitors in the original circuit become the dominant conductances in 
the derived al.grebraic systems. • 

Although the timestep corresponding to the above bound is easily calcu­
lated, this timestep is too conservative to be be of much practical use . The 
above requirement insists that the timestep used to solve for the node voltage 
waveforms of each subcircuit be less than the timestep required for the fastest 
changing node in the entire circuit. Using the bound on the timesteps elim­
inates one of the major advantages of decomposition methods for solving digital 
circuits, in that it would not be possible to avoid computing the node voltages 
for parts of a large circuit that are inactive. 

5. SPEED-UP TECHNIQUES BASED ON CHANGING CALCULATIONS 
WITH THE ITERATION IN RELAX2 

When using iterative decomposition methods for solving systems of non­
linear equations, it may be possible to reduce the calculations required by not 
solving the decomposed nonlinear equations exactly at each iteration. In some 
cases the convergence of the algorithm is not affected by the inaccurate solu­
tions. In the Gauss-Seidel-Newton method[9], for example, a system of nonlinear 
algebriac equations is solved by decomposing the system into nonlinear equa­
tions in one unknown. But, at each iteration these equations are only solved 
approximately by performing one iteration of the Newton-Raphson method. Yet 
it has been shown that if the Newton-Raphson and the Gauss-Seidel methods will 
converge for a problem when applied independently, the mixed Gauss-Seidel­
Newton method will also converge[9]. We applied this idea to the WR method for 
solving MOS digital circuits. In our case we use simpler approximate methods 
for calculating the node waveforms for the first few iterations, and switch to 
more complex and more exact methods for the last few iterations. The conver­
gence of this class of methods for WR has been proven[2]. 

One way of simplifying the calculation of the node waveforms is to use a 
simple model for the MOS devices, and then switch to the Shichman-Hodges 
model as the waveforms approach convergence. Our simple device model is a 
resistor in series with a switch, where the size of the resistance is scaled with 
the device size. In the SPICE program[6] the Shichman-Hodges model is 
referred to as the level one MOS device model, so we refer to our simple model 
as the level zero model. Using such a model in the calculation of waveforms is 
not straightforward, because the equations describing the model can not be 
solved easily using the Newton-Raphson method. The Newton-Raphson method 
often gets "caught"; that is it will oscillate about the point where the level zero 
model's switch changes state. One solution to this problem is not to carry out 
the Newton-Raphson method to convergence but to do only one iteration. The 
result is that the calculation of the waveforms using the level zero model is quite 
fast, but only approximate, even if the level zero model is assumed to be 
correct. The results using the level zero model and then switching to the level 
one model were dissappointing {table 5.1). In circuits without logic feedback, 
the level zero model did not provide a better guess for the waveforms than one 
iteration using level one models. It is possible that we need to add another term 
to our level zero model to make it smoother. Then we can use the Newton­
Raphson algorithm, and achieve the accuracy required to produce a useful first 
guess for the iterations using the level one models. It is likely however, that 



then much of the level zero speed advantage will be lost. 

Another approach to simplifying the calculations performed in the first few 
iterations of the WR algorithm is to allow the numerical integration algorithm, 
which is used to solve for the node waveforms of the decomposed circuit lumps, 
to use a larger local truncation error. Here, unlike changing the device models, 
it is possible to increase the accuracy of the calculation of the node waveforms 
at each iteration by screwing down the local truncation error. In our case, since 
most of our circuits converge in about 5 iterations, we pick a local truncation 
error that is about 3 times larger than the local truncation error we would chose 
to calculate the waveforms in our final answer. Then after each iteration the 
local truncation error is multiplied by 0. 7. The results from this approach were 
more pleasing {table 5.1). 

6. CONCLUSIONS 
Several features of the RELAX2 program have been presented which allow 

the program to simulate a broad class of MOS digital circuits. We are in the pro­
cess of linking RELAX2 to VLSI graphical editors to allow us to test RELAX2 on 
circuits generated by the Berkeley IC designer community. 
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APPENDIX A- THEOREM PROOFS 

Proof of theorem 3.1 
Assume there exists some x(t) which is a unque fixed point for the WR iteration 
and also solves Equation 3.1 (this is guaranteed by the WR convergence 
theorem[l]). Then from Equation 3.5: 

x(t) = Lx(t) + Ux(t) + Bu(t) x(O) = Xo (Al) 

Define the error at iteration k by ek (t) = x (t) -xk (t) . Subtracting Equation 
3.5 from A 1 gives: 

ek+1(t) = Lek+ 1(t) + Uek(t) e{O) = 0 

Solving for ek+ 1(t) in terms of ek(t), 

t 
ek+ 1(t) = jexpL(t--rJuek(T}dT 

0 

(A.2) 

{A.3) 

Let S be the matrix of eigenvectors for the lower triangular matrix L . Then 
L = SDS-1, where D is some diagonal matrix. Such an S must exist as L is a 
lower triangular matrix with nonzero diagonal elements. Applying any induced 
norm on lRn to equation A.3 and substituting SDS-1 for L: 

t 

max[o. TJJ liS expD(t --r J s-1 U II d T max[o. T] lie k II 
0 

Rearranging a little, and applying the Schwartz inequality (note induced norms 
where assumed): 

T 

JIJexpD(t----r)JidT cond(S) I lUll max[o.T]IIek II 
0 

Now the following lemma is needed. 

Lemma 
Let II II be the L .. induced norm, then: 

T 
jiJexpD(t-r)JidT ~ l!v{I -exp-vT} 
0 

where D E lRnzn diagonal, with d,.;. <0 and v = max[l .... ,nJ I d,.;. \ 
Proof of Lemma 
As d,.;. < 0 then 

{A4) 

(A5) 



II = "'( (t _.,.) .. max[l, ... ,n]exp . 
d,.,. (t _.,.) 

exp 

If expdt!{t--r)~expd;;(t--r) for some T-Ft then exp"ti{t--r)~expd;;(t--r) for all 

T E: [0, T] as cl.j,i < 0 for all i. Therefore, 

T T 
jJJexpD(t--r)JJdT = jJJexp-v(t--r)JjdT = 1/v{I-exp-vT) 
0 0 

Finally substituting equation A5 into equation A4 completes the proof of the 
theorem. 

Proof of Theorem 4.1 
The Backward-Euler integration formula for the derivative is 

{A6) 

If equation A6 is used to substitute for ~.Hl in equation A.2 the theorem follows 
immediately. 

Proof of Corollary 4.1 

=> Assume the eigenvalues of ( ~ - Lt1 U are inside the unit circle, and show 

that lim ek(rn.h) = 0 . The following is a proof by induction. Assume 
It; -+00 

lim ek ((m-l)h) = 0. Taking limits on Equation 4.2b yields 
k-+oo 

{A 7) 

And lim e k { rn.h) = 0 if the eigenvalues of (hi - L) -l U are inside the unit circle. 
/e-ooo 

Form = 1 equation 4.2b becomes 

(AB) 

and lim ek (h) = 0 , completing the proof by induction. 
/1;-+oo 

<= Assume there is some eigenvalue X of ( ~ - L)-1 U outside the unit circle. 

From equation AB and general linear system theory there exists some e0(h) so 
that 

and lim~e 0(h) = oo. 
/e-+oo 

Proof of Corollary 4.2 
Corollary 4.2 follows directly from Theorem 4.2, simply chose the timestep less 
than the criterion given in that theorem. 

Proof of Theorem 4.2 

If the timestep is chosen by the criterion in Equation 4.3, then { ~ - L) + U is a 

diagonally dominant matrix, and by the theorem due to Varga[ll], the 



eigenvalues of ( ~ - L)-1 U are inside the unit circle. 


